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Abstract

The work examines the problem of model predictive control for uncer-
tain linear dynamic systems with intervally assigned parameters and mul-
tiplicative noise inputs. We use the model predictive control techniques
based on linear matrix inequalities to get an optimal robust control strat-
egy that provides the system with stability in the mean-square sense. The
results are illustrated by an numerical example.
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1 Introduction

The work examines the problem of model predictive control for uncertain linear dy-
namic systems containing both interval and stochastic uncertainties. The system un-
certainties are expressed by the following assumptions. First, we assume that the
system matrices depend on interval-valued parameters [13, 16, 17]. This is a quite
realistic problem statement. In practice, many systems have uncertain parameters
which are not known exactly, either because they are hard to measure or because the
data necessary for a stochastic description are unavailable, etc. Frequently, we can
only estimate intervals that bound the parameters as they vary in the course of time.
In these cases, interval uncertainty description is the most suitable. Second, we allow
that the system is disturbed by multiplicative noise inputs. These assumptions yield
a model with a mix of interval and stochastic uncertainties. Such models can describe
a large family of uncertain systems [22].

*Submitted: March 4, 2013; Revised: May 7, 2014; Accepted: June 12, 2014.

351


dombrovs@ef.tsu.ru
chau@ef.tsu.ru

352 Model Predictive Control for Linear Systems with Uncertainties

Model predictive control (MPC) to be used in this paper is a popular control
design method in system and control theory [1-4, 6-12, 14, 15, 18, 21]. The papers [3,
8, 14, 21] examine only the systems with polytopic uncertainty descriptions. The
systems with stochastic uncertainty including multiplicative noises are studied in [2,
4,7, 9-11, 15, 18]. MPC is based on the following concept [1, 6, 12]. At every time
instant, we solve an optimization problem to calculate optimal future control inputs.
Although more than one control move is calculated, only the first one is implemented.
At the next sampling time, the state of the system is measured, and the optimization
is repeated.

We use the MPC techniques based on linear matrix inequalities (LMIs) as intro-
duced in [14]. LMIs have a wide range of applications in system and control theory [5,
19]. Some examples of applications are stability theory, model and controller reduction,
robust control, system identification, and predictive control. LMI-based optimization
problems have low computational complexity and can be solved numerically on-line
very efficiently [20].

The study [14] is devoted to robust MPC for uncertain systems including the
systems with polytopic uncertainties. We consider similar systems, except that our
system is disturbed by multiplicative noise inputs. We consider the problem of de-
signing, at each time step, a state feedback control law which minimizes a worst-case
performance of an infinite horizon objective function. Using the approach proposed in
[14], we formulate the original minimax optimization problem as a convex optimization
problem involving LMIs. Solving it on-line, we get the optimal robust control strategy
providing the system with stability in the mean-square sense. We present a numerical
example to illustrate the results developed in this paper, and we offer some concluding
remarks.

Our notations are standard. E{-} denotes the expectation of a random variable
(matrix), E{-]-} is the conditional expectation. P > 0 (P > 0) means that P is a
positive definite (semi-definite) matrix. Tr(-) is the trace of a matrix, ch{-} denotes
the convex hull. AT is transpose of a matrix, and A~ is inverse matrix.

2 Problem Statement

We consider discrete-time uncertain dynamic systems of the form

o+ 1) = (Aop(0) + 3 A5 (s (1)) (k)

n

+ (Bg(p(k)) +>° Bj(p(k))wj(k)) uk), k=0,1,2,.... (1)

j=1

In (1), z(k) € R™ is the state of the system at time k, and z(0) is assumed to be
defined; u(k) € R™ is the control input at time k; w;(k), j = 1,...,n, are indepen-
dent white noises with zero mean and unit variance, E{w;(k)w;(s)} = 6;j0rs, 0 is
Kronecker delta symbol; A4;(p(k)) € R***"= Bj(p(k)) € R"=*™ j=0,...,n, are the
state-space matrices of the system, and p(k) € R™” is an uncertain parameter vector.

Suppose that the parameter vector p(k) is subject to interval uncertainty; that is,
we only know that p(k) takes its values within an interval box p and any additional
information is absent:

p(k) € p, k=0,1,2,..., (2)
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where p € IR"?, IR is the set of the real intervals @ = [z,T], z < T, z,7 € R [13,17].
The state-space matrices are assumed to depend affinely on p(k). Then condi-
tion can be replaced by the inclusion:

(Ao(p(k)), ..., An(p(k)), Bo(p(k)), ..., Bn(p(k)),) € €, k=0,1,2,..., (3)

where the set
Q =ch {(A()l...Anl B(n...Bnl),...,(A()L...AnL BOL,,.BHL)}7 L:Q"P’

is a polytope, and the uncertain state matrices lie in it for all time-varying p(k) € p.
Hence, we can refer the uncertain system to the class of polytopic systems.

Allowing two types of uncertainty in the system , we consider the following
minimax performance objective:

max J(k), (4)
Ao (p(k+1));..; An (p(k+1)), Bo (p(k+1)),..., Bn (p(k+1)) ) €9, i>0

This is the case of an infinite horizon model predictive control. Here Q € R"**"=
Q=Q" >0, ReER™*™ R=R" >0, are symmetric weighting matrices; u(k+i | k)
is the predictive control at time k+i computed at time k, and u(k|k) is the control move
implemented at time k; z(k+i|k) is the state of the system at time ki derived at time
k by applying the sequence of predictive controls u(k|k), u(k + 1|k), ..., u(k+i—1|k)
on the system (1), and z(k|k) is the state of the system measured at time k, the exact
measurement of the state of the system is assumed to be available at each sampling
time k, that is z(k|k) = z(k); m is the number of control moves to be computed, and
it is assumed that u(k + é|k) = 0 for all ¢ > m.

We solve the above problem by using the LMI-based MPC techniques as introduced
in [14]. We apply the linear state-feedback control law

where

J(k) =E { > (ke +ilk) T Qa(k +ilk) + ulk +ilk) " Ru(k +ilk) )

=0

u(k +i|k) = Fz(k +i|k), i >0, (5)

where I € R™*" is the state-feedback matrix. Then we derive an upper bound
on the worst-case performance of the objective function J(k) over the set €. At
each time instant k, we calculate the state-feedback matrix of the control law (5]
to minimize this upper bound. As is standard in MPC, only the first control move
u(k) = u(k | k) = Fx(k | k) is implemented, and we get the feedback control law for
the current state (k). Then the state z(k 4+ 1) is measured, and the optimization
is repeated at the next sampling time k + 1. As a result, we get the optimal robust
feedback control strategy providing the system with stability in the mean-square sense,

lim E {a(k +ilk)z(k +ilk)" |2(k)} =0, k=0,1,2,..., (6)
12— 00

for every trajectory of the system in the polytope €.
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3 Main Results

The following theorem gives the state-feedback matrix F' in the control law .

Theorem 3.1 Let z(k) = z(k|k) be the state of the uncertain system measured at
sampling time k. Then the state-feedback matriz of the control law which minimizes
the upper bound on the worst-case value of J(k) at time k is

F=YS, (7)

where the matrices S = ST > 0 and Y are obtained from the solution (if it exists) to
the optimization problem

min (®)
S=8T>0,Y,vy>0
subject to
1 klk) "
TR S, ©)
z(k|k) S
and
S SAG+Y By, ... SAL,+Y'Bl, SQY? yTRY?
AyuS + B Y S . 0 0 0
: : . : : : >0,
AuS + BuY 0 - S 0 0
QY28 0 0 y I 0
RY?y 0 0 0 I
(10)
l=1,...,L, where I is a unit matriz, 0 is a zero matriz of suitable dimensions.

Proof: We assume that the predicted states of the system satisfy

x(k+i+1|k):< p(k +1) +ZA (k +1) wj(k—i-z))x(k—&-ﬂk)

<Bo(pk:+ +ZB (k+1)) wj(k:-&-))u(k-l—ﬂk)’

(Ao(p(k +14)) ... An(p(k + %)) Bo(p(k + 1)) ... Bn(p(k + 1)) €Q, i>0.

By setting the control law , we arrive at the recurrent relation

x(k+i+1\k):< p(k +1)) +ZL (k +1)) wj(k+z))w(k+i\k),

(Aol ) .. Aol ) Bolplh+ ) .. Bulpl ) € 0, 20, (1)
where L;(p(k+1)) = A;(p(k+14))+ B;(p(k+14))F, j =0,...,n. The objective function

becomes

{i(x(/cﬂuc (Q+F RF)z k+z|k))

=0

(k) } : (12)
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Consider a positive definite quadratic function
V(k+ilk) = E{x(k+ ilk) " Pa(k + i|k)|z(k )} =Tr (PX(k +ilk)),

where P € R™*"e P = PT > 0; X(k +ilk) = E{x(k +i|k)z(k + i|k) " |z(k)} > 0.
Note that V(k+i|k) > 0 with V(k+i|k) = 0 if and only if X (k+1i|k) = 0. At sampling
time k, we suppose that V' meets the condition

Vk+i+1lk) — V(k+ilk) < —E{z(k+ilk) (Q+ FTRF)x(k +ilk)|z(k)}
=-Tr((Q+F'RF)X(k+ilk)), i>0, (13)
for every trajectory of the predicted states (11I). We get AV (k+ilk) = V (k-+i+1|k) —
V(k+ilk) < 0 with AV (k+i|k) = 0 if and only if X (k+:|k) = 0. Therefore, V (k+i|k)
is a strictly decreasing function and tends to zero as ¢ — co. Hence, X (k+i|k) — 0 as
i — o0o. Thus, condition guarantees the mean square stability @ of the system

at time k.
Summing from ¢ = 0 to ¢ = ¢, we obtain

V(k+t+1lk) — V(klk) <

<-E { (x(k +ilk)(Q+ FTRF)a(k + i\k))

=0

As t — 0o, we have
V(k|k) < —J(k).
Then
max J(k) < V(k|k),
(Ao (k+1)... A (k) Bo (k+4)... B (k+)) €9, >0

where V (k|k) = E{z(k|k) " Pz(k|k)|z(k)} = z(k|k)" Pz(k|k). Hence, V is a quadratic
Lyapunov function. At the same time, this gives an upper bound on the worst-case
of the objective function J(k) in 2. Thus, the goal can be redefined to derive, at
each time step k, a constant state-feedback control law that minimizes the upper
bound V' (k|k) on the worst-case J(k).

We can derive

V(k+i+1]k) = E{z(k + i+ 1|k) " Px(k + i+ 1|k)|z(k)}
(ZL (k +1)) j(p(k+i))X(k+i|k)>.
Then, condition may be written as

((ZL (k +1)) PLj(p(k+i))P+Q+FTRF)X(k+i|k))>§0,

P >0,

and we get

ZL (k+i)" PLj(p(k+4)-P+Q+F RF<0, P>0,
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where L;(p(k +1)) = A;(p(k+14)) + Bj(p(k +i))F, 5 =0,...,n. Defining P = yS~"
and F=YS™!, where S = ST >0, v > 0, we obtain

n

S (As(olk +0)) + Bi(olh +)YS™) 58 (A (p(k +0)) + By (pk +i))ys ™)

Jj=0

—4S 4+ Q4+ (YSTHTRYS I <o.
Pre- and post-multiplying by S and dividing by ~ yield

n

(A3t + )5 + Bi(p(k +0)Y) 57 (As(plhk +0)S + By ok + )Y

J=0
—S+47'8QS+~'YTRY <0
or
Colptk+1) \ ' /S 0 0 0 0\ '/ Colp(k+i)
Ci(p(k + 1)) 0 S 0 0 0 Ci(p(k +i
S — : >0,
Cn(p(k + 1)) 0 0 S 0 0 Cn(p(k +1))
QY28 0 0 0 ~I 0 QY28
R'?Y 0 0 0 0 ~I RY/2y
(14)

where C;(p(k+1)) = Aj(p(k+1))S + Bi(p(k +4)Y, j=0,...,n.

Now we use the following result of the LMI theory which converts some non-linear
inequalities to LMI form. This is referred to as the non-strict Schur complement [5,
19].

Let C(z) = C(x)" > 0, A(x) = A(z)" and B(x) depend affinely on . Then the

LMI
A(z) B(x) -
B(z)" C(x) )~

is equivalent to the matrix inequalities

Apply the Schur complement to . IfS=ST >0,v >0, then is equivalent
to

s Co (p(k+14)) ... Cl(p(k+i) SQY* YTRY?
Co(p(k +1)) S 0 0 0
5 : - | : : >0, (15)
Co(p(k + 1)) 0 S 0 0
Q1/2S 0 . 0 yI 0

RY?y 0 0 0 I
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which is affine with respect to (Ao(p(k=+1)) ... An(p(k+i))Bo(p(k+i)) ... Bn(p(k+i))).
Hence, condition becomes

S SAy+Y' By, ... SAL,+YT'B! sQY? YTRY?
ApS + BoY S 0 0 0
: : : : ; : >0,
AnS + BuY 0 S 0 0
QY28 0 0 ~vI 0
RY?y 0 0 0 yI

l=1,...,L. (16)

This is the LMIs in S, Y, and . Hence, any S =57 > 0, Y, and v > 0 satisfying the
above LMIs gives an upper bound V (k|k) and guaranties the mean-square stability of
the system.

Finally, let us introduce an additional constraint

V (k|k) = x(k|k) " Pz(k|k) < ~.
We substitute P =~S~*, where v >0, S =57 > 0, and divide by ~, which yields
1—ax(klk) TS~ x(k|k) > 0.

Using the Schur complement, the above inequality can be rewritten as

1 z(klk)T
( x(k|k) S ) =0 (1n

Hence, the minimization problem for computing the upper bound on V (k|k) is equiv-
alent to
min
S=5T>0,Y,v>0
subject to LMI constraints and . At the same time, the feedback matrix is
given by F = YS!, which is required to be proved. |

4 Numerical Example

We consider the system described by the following model:

2k +1) = (Ao(a(k)) + A1 (BR))w(k) (k) + (Bo(a(k) + Bi(B(k)w(k) )u(k),
k=0,1,2,...,

where the state matrices are given by

1 01 Bk) 0
Aolk) = ( 0 1-a(k) > Al(k)‘( 0 09 )

Both) — ( 0.5g(l~c) 093 > Bu(i) = ( ﬂgc) g )

a(k) €[0.1,0.7,  B(k) €[0.2,0.8],
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w(k) is a white noise with zero mean and unit variance. We have a system of the
form with the parameter vector p(k) = (a(k); 8(k))". The weighting matrices of
the performance objective are

Dynamics of x 1
1D T T T T T T T T T

21 i

Al i

0 2 4 B g 10 12 14 16 18 20
time

Dynamics of x 2
15 T T T T T T T T T

‘20 C 1 1 1 1 1 1 1 1 1 -
0 2 4 B g 10 12 14 16 18 20
time

Figure 1: System dynamics under optimal control strategy with 2(0) = (5, —5) "

For simulation, we used the LMI toolbox from MATLAB that provides various
routines for solving LMI’s [19]. Fig. 1 illustrates results from our simulation with the
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initial state 2(0) = (5, —5)". We can see that the system approaches the desired zero
trajectory.

5 Conclusions

We have examined the problem of model predictive control for uncertain linear dy-
namic systems with interval-valued parameters and multiplicative noise inputs. Using
the LMI-based MPC approach, we have reduced the original minimax optimization
problem to a convex optimization problem involving LMIs that can be solved effi-
ciently. As a result, we determined the optimal robust control strategy providing the
system with stability in the mean-square sense. We have illustrated the developed
results by a numerical example.
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