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On the speed of convergence of the total
step iterative method for a class of interval
linear algebraic systems

Marmva A. Lyasuko

The equality of the asymptotic convergence factor for the total step method and the spectrad radius of
the absohite value of its interval matrix is proved for a set of interval lincar algebraic systems.

O CKOpOCTH CXOAMMOCTH MOAHOIIArOBOTO
MTEPALIMOHHOTO METOAQ AASI OAHOIO KAacca
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aAreOpanmyeckix ypaBHEHMIA

M. A. Asmxo

L1 HEKOTOPOID MHOKECTRA HHTEPBMIBHIX CHCTEM JIMHETHBN AITeOPUHUECKIN  VPREHEHHUE [IOKaSaHD
COBIRACHNE ACHMITOTHYECKOTD (PAKTOPI CXOMIMOCTH HOAHOUEITORONO. HTEPAIBIOHHOIO METOE (0 ClIIeK-
TPABHBM PHYCOM MOAYIS MATPHII HHTEPRUILHLIX RoxbiutenTon,

A linear system of algebraic equations
; X s T
z=Az+b A= (ag)mi ERY" b=(W)L,€R". ij=1n (1)
where IR™ " is the set of real n x n matrices and IR" is the set of real n-dimensional vectors
can be transformed into the interval system

z=Azr+b (2)

if, instead of real coefficients of (1), we consider the interval coefficients a;, = |a,;, &;] and
b; = [__b.i,g,-], 1,7 = 1.n. The set of all intervals a = [a.3], 2,3 € R will be denoted by IR,
the set of all interval n x n matrices by IIR™™", and the set of interval n-dimension vectors by
IR™. The set of all solutions of an interval system (2)

{y=(I-A)'b|Ac A beb}

may be bound using some iterative method [1] provided that its convergence is guaranteed.
This paper is an attempt to estimate the speed of convergence for onc of the methods described
in [1], namely, the total step method.
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The total step method of successive approximations (also known as the simple iterative
method) is defined as follows:

x®) = Ax® 4 b k=01,... (3)

Let us denote by p(|A]) the spectral radius of the real n x n matrix |A| consisting of the
absolute values of the corresponding coefficients from matrix A. Thus,
|ayj| := max{|ayl, [7;]}.

It is known [1] that the total step method of successive approximations converges to the single

fixed point x* of the mapping Az + b for any x!¥ € IIR" if and only if p(JA|) < 1. In this

case, the sequence x*) converges to the fixed point X* = Llim x%), ie., to the interval vector
f—ox

x* that satisfies the equation
x*=Ax"+b (4)

that is, after substituting Xx* to the right-hand side of the equation (4) and performing all
arithmetical operations according to the rules of (traditional} interval arithmetic, we get the
same vector X*. Also, the following lemma holds:

Lemma 1 [1}. Let A be an interval matrix such that p(|A]) < 1. Then for the fixed point
X" of the equation X" = AX" + b the following holds:

{y=(T-A)b|AcAbeb} C{r|zex).

To estimate the speed of convergence of the sequence {xM}ge, to x*, we need to find
the distance between the interval vectors. In the set of real intervals IR, the distance g(a.b)
between two intervals a and b such that a = [a.3], b = [b,b] € IR, is defined as

¢(a,b) := max{|a - b|, [ ~ bl},

and the distance g(a.b) between interval vectors a. b € IR" is defined [1] as a real n-
dimensional vector formed by the distances between the corresponding interval elements of
these vectors:

n 57
Q(aa b) = (Q(aiibi))i=11 Q(aa b) € R™
Suppose that we have a generic iterative procedure on the set of interval vectors IIR™:
xb = f(x®™). k=0,1,... (5)

To estimate its convergence speed, we need to introduce the notion of asympiotic convergence
factor.

Definition 1 [1}. Let x* = f(x*) and let G be the set of all sequences {x¥)}32 obtained using
(5) and satisfying the condition lim x® = x*. Then the quantity
-0

= sup {limsup g(x, x")[* | =9}z, € 6
—0oQ

is called the asymptotic convergence factor of the iterations (3) to the point X*.
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It should be noted that in Russian mathematical works, the denotation

Tim  instead of limsup

ko0 k—oco
is commonly used.

The exact upper bound in Definition 1 is chosen with respect to all sequences from G

and provides a characteristic for the asymptotically worst choice of initial approximation x{9.
The asymptotic convergence factor of the total step method of successive approximations will
be denoted by ar. In [1] it is proved that ar < p(|A|), and the following problem is stated:
Find an x(® which satisfies the following equation:

lim sup [lg(x*), x*)||*/* = p(|A|)
ko0

Le., for which a7 = p(JAl). Below, we present a solution to this problem for a special kind of
SyS[elnS.

Theorem. Let
1 a matrix A = (a;)7,., in a converging total step method (3) be such that 0 ¢ a;,
Lj=1mn;

2. the solution X* of the equation (4) be such that 0 € x}, i = 1,n.
Then ar = p(|A]).

Corollary. If the condition 1 of the above theorem is true and the vector b in (3) is such that
0 €b;, i =1,n, then ar = p(JAl).

To prove these statements, we will need to deploy several well known results.

Definition 2 [2]. A rectangular matrix A with real elements
A=(a¢j), i=l,2,...,m;j=1,2,...,n

is called non-negative (denoted as A > 0) or positive {denoted as A > 0), if all the elements of
the matrix A are non-negative {or positive): a;; > 0 (or a;; > 0).

Definition 8 [2]. A square matrix A = (ay;)};., is called decomposable if it is possible to divide
all indices 1,2,...,n into two disjoint subsets {i1,%3,....,%,} and {j1,j2,..., 5.} (p+v =n)
so that

Qipip =0, a=1,2,...,u B=12,...,v

Otherwise, the matrix A is called non-decomposable.

Lemma 2 [2]. A non-decomposable non-negative matrix A = (aij)7;=; always has a positive
eigenvalue 7 that is equal to the spectral radius of A. All the coordinates of the corresponding
eigenvector are positive.

Proof of the theorem. Since 0 ¢ ay;, 1,7 = 1,7, the interval matrix |A| does not contain any zero
elements and is thus positive. Hence, it is a non-decomposable non-negative matrix. Let us
find the spectral radius of this matrix: A := p{|Al]). According to Lemma 2, an eigenvalue A
corresponds to the eigenvector z* = (z})%; with positive coordinates. Let || - || be a norm in



354 M. LYASHKO

the n-dimensional space of real vectors IR®. We: choose such a vector z* that [|z*|| = 1. For
A, the equality |A|-z* = Az* holds, or componentwise
- A A
Z ia;;ixj = Axi N 2 = i, n.
5=1

Let us denote by e; the interval {-—:z:A i ] As an initial approximation we take an interval
vector with components

x£°)=x;+ei_{x -} % +1}], i=1n

In this case o
* 0 * (1) T PO .
g(x;.x") = max{lx} — x|, 1% -V} =2}, i=Tn
Then o
a(x, %) = (g, ™) = @), and gl X)) =1
Let us find x! = Ax(® + b:
n "
=Y a® b =Y ay(x; + [~z)z})) +bi. i=Tn (6)
7=1 =1

Given the conditions of the theorem, we have 0 € X}, j = 1,7, and thus 0 € X} + [-z},z]].
j = I,n. On the other hand, 0 ¢ a;;. 1,j = I,_n and in the right-hand sxde of {6), the
distributivity law holds:

L if a;; > 0, then

i

2[5 — 2, % + 23] = [Jagl(a - 2)). lag (%5 + 23)]

[la,, I__J, Ia,'j|5('j} + [ - [a,-,-lxi\, ]ai,-]mj] = ai,-x; -+ a,-j[ — 'IJ;\ .'L'j‘]:

a;; (x + [ A])

I

2. if & <0, then

ay(x; + 23, 22)) = ay[x; - 2} % + 2] = [ - lal(R; + 23, —layl(x] - =)]

= {" Iaijlf}‘, “laijli;] + [— laiji-’ﬂ?, 1%‘1391 = aijx; + ai;)[ Ig\,fj\]

Consequently,
' n n A
M = (Zatgx +b)+zau [ EE azjixj]
=1 ~ P
= xi+[—¢\-$i,)\‘1‘i}=xi+A‘e:(_:x(0} i _1_'_)__7’
Thus we have Jjg(x*, x)|| = | /\I ) 'l = Allz?|] = A For similar reasons, we conclude

that for k = 1,2,..., we have fJg(x*,x®)| = X, and [lg(x",x®)[[/¥ = X = p(JA]). Thus
ar = p([Al). a
Proof of the Corollary. Using Lemma 1, we conclude from the condition 0 € by, i = 1,7 that the
set

{y=(-A4)"b|AcAbeb}
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contains the point y = (0,0,...,0). Consequently, 0 is included in all clements of vector x*,
which contains this set, and condition 2 of this theorem is satisfied. O

The asymptotic convergence factor o is a generalization, for the interval case, of the
concept of the R;-multiplier [6] of a pointwise iterative process.

Definition 4 [6]. Ler {z¥} € R™ be an arbitrary sequence converging to x*. Then the
numbers

lim sup |z — x*|1/F,

W)y _ ) k—oo
z*} = '
Fpla™} limsup |z® — z*|¥?* ifp>1
k—ro0

fp=1

are called root convergence multipliers or R-multipliers of this sequence. If J is an iterative process
with the limit point * and C(J,z*) is a combination of all sequences generated by J which
converge to x*. then the numbers

R(J.z") = sup{R,,{zL‘(k)} [{z¥} € C(J",zz")}, I<p<o
are called R-multipliers of the process J in the point T*.

Lemma 3 [6] Let B € L(R"), b € R". Let us define a mapping G: R* — R" such
that Gz = Br+b, z € R". If p(B) < 1, then G has the single fixed point x*. iterations
) = Gz k= 0,1,... converge to z* for any ¥ € R”, and

Ry\(J,z") = p(B).

Thus, the R)-multiplier for the pointwise total step iterative method is exactly equal to
the spectral radius of the matrix that defines this process. On the other hand, iterative process
defined by an interval matrix A and an interval vector b {according to the formula (3)), unlike
the similar pointwise process, may have asymptotic convergence factor different from p(JA}).

For example,
_( [-0.8,0.5] 0 _{ [0.06.0.1)
for A= ( 0 (~0.8,0.5] and b= 10.06,0.1]

e e [—-0.1,0.2]
the solution is x* = ( (~0.1,0.2] )’

Actual iterating in the close enough neighborhood of x* yields a7 = 0.5, whereas p(|A|) =
0.8

Thus, if the matrix A € IIR™" is such that none of its elements includes 0 and 0 € by,
i = 1n, then ar = p(JA|) and the worst convergence speed of the total step method is
observed for XEO) = x} + [z} 2}], where z} is the #-th coordinate of the cigenvalue £* which
corresponds to the maximum eigenvalue A equaling the spectral radius of the non-negative
non-decomposable matrix |Al.

A detailed report on finding the exact value of ar and uppcr and lower cstimates of this-
value for various types of interval linear algebraic systems is presented in [3] The proof of
the facts described in [3] is based on examining the behavior of iterative process in the close
enough neighborhood of x* and, unlike the present paper, does not make use of a special
form of x(,

Note that the necessary and sufficient conditions of satisfying the strict incquality o <
p(lA]) for A with non-negative interval coefficients (that is, with a; >0, ij=10n) and
non-decomposable [A| are presented in [4] and proved in [5].
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