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On the speed of convergence of the total 
step iterative method for a class of interval 
linear algebraic systems 
MARINA A. LYASHKO 

The alu;dity of tt~e ;~sym|m~tic c~mvergence factor lbr dm mt;d mep ,~h~l  and ~l~e Slr~tn';d radius ~t" 
ll~e ab~flute v;due ~f its interval matrix is pn~ved tbr a ~l ~fl" hllerv;d linear algd~ntic systems. 
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A linear system of algebraic equations 

n lR,,Xn , i , j  1. n x = A z + b ,  A = ( % ) i , 3 = l e  , b = ( b i ) i = l E I R " ,  = (1) 

w h e r e  IR nxn  is the set of  real n x n matrices and IR '* is the set of real n,-dimcnsional vectors 
can be u'ansformed into the interval system 

x = A x  + b (2) 

if, instead of  real coefficients of  (1), we consider the interval coefficients aij = [_a,), ~ j ]  and 
b,  = [_b/, bi], i, j = 1, n. The  set of  all intervals a = [a_, ~], _a, ~ e IR will be de,rated by. IlR, 
the set of  all intelwal n × n matrices by IIR n×n, and the set of  interval n-dimensitm vectors bv 
IIR ~. The  set of  all solutions of  an interval system (2) 

{y  = ( I -  A ) -~b l  A E A , b  E b} 

may be bound using some iterative methc~ [1] provided that its convergence is gua.rm~teed. 
This paper is an attempt to estimate the speed of  convergence for one of  the methods described 
in [1], namely, the total step methcKl. 

(~ M. Lyashk., 1996 
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T h e  total step method of  successive approximations (also known as the simple iterative 
me thod)  is defined as foUows: 

x (k+l) = A x  (k) + b,  k = 0, 1 , . . .  (3) 

Let us denote by 0(I.4.1) the spectral radius of  the real n x n ,nau'ix IA[ consisting of the 
absolute values of  the corresponding coeffcients from matrix A.  Thus, 

la~jl :=  max{l_aijl, I~/jl}. 

It is known [1] that the total step ,nethod of successive approximations converges to the single 
f x e d  point x* of the mapping  A x  + b tor  any x ~°) E fIR '~ if and only if p(IAI)  < 1. In this 
case, the sequence x (k~ converges to the f x e d  point x* = lira x (to), i.e., to the interval vector 

x" that satisfies the equation 

x* = A x *  + b (4) 

that is, after substituting x* to the r ight-hand side of  the equation (4) and per forming  all 
arithmetical operations according to the rules of (traditional) interval arithmetic, we get the 
same vector x ' .  Also, the [bllowing lemma holds: 

Leraraa 1 [1]. Let A be an interval matrix such that p(lA[) < 1. Then tbr the tixed point 
x" of  the equation x" = Ax* + b the tbllowing holds: 

{y = ( I -  A ) - lb l  A E A , b  E b} C_ { x l x  E x*}. 

T o  estimate the speed of convergence of  the sequence {x(k)}~¢= 0 to x*, we need to find 
the distance between the inte~wal vectors. In the set of  real inte~wals IIR, the distance q(a, b)  
between two intervals a and b such dmt a = [_a, g], b = [13, b] E IIR, is defined as 

q(a,  b)  :=  max{[_a - b_.l, la - b l} ,  

and the distance q(a,  b )  between intmwal vectors a, b E IIR n is defined [1] as a real n-  
dimensional vector tb rmed  by the distances between the corresponding interval elements of  

these vectors: 
b " IR". qI ,b/= qI ,b/ 

Suppose that we have a generic iterative procedure on the set of interval vectors liP,": 

x (k+l) --- f (x(k)) ,  k -- 0, 1 . . . .  (5) 

T o  estimate its convergence speed, we need to intrcxiuce the notion of asymptotic convergence 

factor. 

Defini t ion 1 [1]. Let x* = f (x* )  and  let g be the set of  all sequences {x(k)}~=0 obt,~ned using 
(5) and satisfying the condi6on lira x (k) = x*. Then the quantity 

a = sup  {lira sup Itq(x (k), x')ll x/~ I {x(~)}7=0 s g } 
k..-*oo 

is called the as)~nptotic convergence factor of  the iterations (5) to the point x*. 
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It should be noted that in Russian mathematical works, the denotation 

lim instead of l imsup 
k-*oo t:---*oo 

is commonly used. 

The exact upper bound in Definition 1 is chosen with respect to all sequences from 
and provides a characteristic for the asymptotically worst choice of initial approximation x t°) 
The asymptotic convergence factor of the total step method of successive approximations will 
be denoted by aT. In [1] it is proved that aT < p([A]), and the following problem is stated: 
Find an x t°) which satisfies the following equation: 

lira sup [[q(x (~), x*)II v~ = p(IAI) 
k....*oo 

i.e., for which aT = p([A]). Below, we present a solution to this problem for a special kind of 
systems. 

Theorem. Let 

I. a matrix A = (aij)i,~=l in a converging total step method (3) be such that 0 ~ aij, 
i , j  = 1,n; 

2. the solution x* of  the equation (4) be such that 0 E x~, i = 1, n. 

Then C~T = p ( I A I ) .  

Corollary. If  the condition 1 o£ the above theorem is true and the vector b in (3) is such that 
0 E bi, i = 1, n, then aT = p([A[). 

To prove these statements, we will need to deploy several well known results. 

Definition 2 [2]. A rectangular matrix A with real elemenu 

A = ( a i j ) ,  i = l , 2 , . . . , m ;  j = 1 , 2  . . . . .  n 

is called non-negative (denoted as A >_ O) or positive (denoted as A > 0), it" an the elements of  
the matrix A are non-negative (or positive): o4j >_ 0 (or aq > 0). 

= a i  n Definition 8 [2]. A square matrix A ( ~i)i,j=t is called decomposable i f  it is possible to divide 
all indices 1, 2 . . . .  , n into two disjoint subsets {ii, i2 , . . . ,  'iu} and {jl, j2 . . . .  , j~} (# + v = n) 
so that 

ai=j~=O, a = 1 , 2 , . . . , # ;  / 3 = 1 , 2 , . . . , u .  

Otherwise, the n~atrix A is called non-deco~nposable. 

Lemma 2 [2]. A non-decomposable non-negative matrix A = (aij)inj=l always has a positive 
eigenvalue r that is equal to the spectral radius of A. All the coordinates of the con'esponding 
eigenvector are positive. 

Proof of the theorem. Since 0 ~ aij, i, j = 1-~, the interval matrix [A[ does not contain any zero 
elements and is thus positive. Hence, it is a non-decomposable non-negative matrix. Let us 
find the spectral radius of this matrix: A := p(tA[). According to Lemma 2, an eigenvalue ), 
corresponds to the eigenvector x x ~ '~ = (xi)i=t with positive coordinates. Let tl" ][ be a norm in 
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the n-dimensional space of real vectors IRn. We choose such a vector xX that IlxXJI = 1. For 
zA, the equality IAl,xA = AxA holds, or componentwise 

Let us denote by ei the interval [-x?~x?]. AS an initial appl-oxifnation we take ail interval 
vector with components 

In this case - 
q(<. x{Q)) = lnax(j2c,f - doll, IT; - $/) = I?, i = 1. n. 

Then 
q(x*, x(O)) = (q(g, x{")),, = (x:):.~ and llq(x*, x'") 1 1  = 1. 

Let us find x(') = + b: 

X X Given the conditions of the theorem, we have 0 E x8, j = I,, and thus 0 E X; + [-xi* xj]. - -1 
j = 1,n. On the other hand, 0 aij. i ,  j = 1,n. and in the right-hand side o f  (6), the 
distributivity law holds: 

1. if %j > 0, then 

2. if ZiJ < 0, then 

Thus we have Ilq(xa, x('))(l = (I(Ax~)~=,II = AllxXll = A. For similar reaxms, we conclude 
that for k = 1,2,. . ., we have I I ~ ( x * , x ( " ) I I  = Xk,  and ~ l ~ ( x * , x ( ~ ) ) l l ' / ~  = X = p(lA1). 'Thus 

QT = P(IAI). 0 
- 

Proof of the Corolla?y. Using Lemma 1, we conclude from the condition 0 E biS i = 1, n that the 
set 

{y = ( I  - A)-'b I A E A, b E b) 
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contains the point y = (0 ,0 , . . . , 0 ) .  Consequently, 0 is included in all elements of vector x*, 
which contains this set, and condition 2 of this theorem is satisfied. [] 

The asymptotic convergence factor a is a generalization, for the interval case, of the 
concept of the Rymultiplier [6] of a pointwise iterative prcx:ess. 

Definition 4 [6]. Let {x (k)} E IR n be an arbitrary sequence converging to x*. "tT~en the 
numbers 

{ l imsuplx  (k} - x*P/k, i f p  = 1: 
= 

lim sup x (k) - x*! l /Pk,  ir p > 1 

are called root convergence multipliers or R-multipliers of  this sequence. I f  f f  is an itel~ztive process 
with the limit point x* and C( f f ,  x*) is a combination of  atl sequences generated by J which 
converge to z*. then the numbers 

are called R-multi.phTers of the process f f  in &e point z*. 

Lemma 8 [6]. Let B 6 L(IR'~), b 6 IR". Let us del'me a mapping G: IR" ---, IR" such 
that Gx = B x  + b, z e IR'L I[ p(B)  < 1, then G has the si~Jgle Freed point x*. iterations. 
x (k+l) = Gx (k), k = 0, 1 . . . .  converge to x* tbr any z (m E IR '~. and 

R ~ ( & x * )  = p(B). 

Thus, the Rl-multiplier for the pointwise total step iterative method is exactly equal to 
the spectral radius of the matrix that defines this process. On the other hand, iterative process 
defined by an intmwal matrix A and an interval vector b (according m the fiwnmla (3)}, unlike 
the similar pointwise process, may have asymptotic convergence fiwtor dil't~rent fl'om p(]A]). 
For example, 

0 [ - 0 . s , 0 . 5 1  and b = 

x . _  
[ - 0 . 1 ,  0.2t ' 

Actual iterating in the close enough neighborhood of x* yields aT = 0.5, whereas p(IAI) = 
0.8. 

Thus, if the matrix A E liP, n×n is such that none of its elenmnts includes 0 and 0 E bl, 
i = l~:n, then aT = p(IA!) and the worst convergence speed of the total step method is 
observed for xl °) * = x i + [-x/~, z~], where x/~ is the z-th coordinate of the cigenvalue x. "x which 
corresponds to the maximum eigenvalue A equaling the spectral radius of the n(m-negative 
non-decomposable matrix IAI. 

A detailed report on finding the exact value of aT and uppm mid h)wcr estimates of this. 
value ibr various types of interval linear algebraic systen!s is presented in [a]. The Woo[ of 
the facts described in [8] is based on examining the behavior of iterative process in the close 
enough neighborhood of x* and, tmlike the present paper, does not make use of a special 
ibrm of x (°). 

Note that the necessary and sufficient conditions of satisfying the strict inequality aT < 
p(]A[) for A with non-negative interval coefficients (that is, with _a/j _> 0, i , j  = 1-~) and 
non-decomposable IA] are presented in [4] mad proved in [5]. 
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