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1 Introduction

In [5] the following generalized additive inverse (matrix) eigenvalue problem
was formulated (cf. also [4, 9, 10, 18, 24, 29]).

Problem 1. Given n + 1 real n × n matrices Ai, i = 0, . . . , n, and given
n real numbers λi, i = 1, . . . , n, find n real numbers c∗i , i = 1, . . . , n, such
that the matrix

A(c) := A0 +
n∑

i=1

ciAi, c := (c1, . . . , cn)T (1)

has the prescribed numbers λi as eigenvalues if ci = c∗i , i = 1, . . . , n.

Often the matrices Ai are assumed to be symmetric (cf. [5], e.g.). We
will also do this in our subsequent sections. But at the moment we allow Ai

to be unsymmetric, too.
Taking for Ai in (1) the matrix ei(ei)T , where ei denotes the i-th column

of the n×n identity matrix I, results in the following additive inverse (ma-
trix) eigenvalue problem [6, 8, 10, 11, 12, 14, 28, 29], which thus is a special
version of Problem 1.

Problem 2. Given a real matrix A0 and given n real numbers λi, i =
1, . . . , n, find a diagonal matrix C∗ := diag(c∗1, . . . , c

∗
n) such that A := A0 +

C∗ has the prescribed numbers λi as eigenvalues (where often the diagonal
entries of A0 are w.l.o.g. assumed to be zero).

Let A0 := 0 and choose Ai in (1) as null matrix with the exception of the
i-th row which is equal to (ei)TA for a given real n× n matrix A. Then (1)
yields to the well-known multiplicative inverse (matrix) eigenvalue problem
[8, 11, 13, 14, 15].

Problem 3. Given a real n × n matrix A and given n real numbers λi,
i = 1, . . . , n, find a diagonal matrix C∗ := diag(c∗1, . . . , c

∗
n) such that C∗ ·A

has the prescribed numbers λi as eigenvalues.

Note that for symmetric matrices A Problem 3 is equivalent to finding
a diagonal matrix C ′ such that A · C ′ has λi, i = 1, . . . , n, as eigenvalues.
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Often, A is assumed to be symmetric positive definite and C∗ is required to
have nonnegative diagonal elements (c.f. [8], e.g.).

We illustrate the Problems 1 and 3 by the following little example.

Example 1.1. Assume that we are given two point masses m1, m2 which
are coupled by a spring of spring constant c1 > 0. Assume thatm1 is coupled
by a spring of constant c0 > 0 with some rigid wall and that m2 is similarly
connected by a spring of constant c2 > 0 with a second rigid wall standing
parallel to the first one.
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Denote by xi(t), i = 1, 2, the displacement of the mass mi at the time t
from its equilibrium position. Neglecting gravity and using Newton’s second
law [16], p. 55, as well as Hooke’s law [16], p. 200, we get—by elementary
rules of mechanics (i.e., by the superposition of the forces)—the following
equations of motion for our system{

m1ẍ1(t) = −c0x1(t) + c1{x2(t)− x1(t)}
m2ẍ2(t) = −c1{x2(t)− x1(t)} − c2x2(t).

(2)

Here, ẍ(t) denotes the second derivative of x(t) with respect to the time t.
Let

A :=

(
c0 + c1 −c1
−c1 c1 + c2

)
, B :=

(
m1 0
0 m2

)
, x(t) :=

(
x1(t)
x2(t)

)
.

Then (2) can be written as

Bẍ(t) = −Ax(t) (3)

with the solutions

x(t) = αv(1) cos(
√
λ1t) + βv(1) sin(

√
λ1t) (4)

+ γv(2) cos(
√
λ2t) + δv(2) sin(

√
λ2t)
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where λ1, λ2 are the eigenvalues of the generalized eigenvalue problem Av =
λBv with the symmetric positive definite matrices A and B. Thus λ1, λ2
are positive and eigenvalues of the matrix B−1A; v(1), v(2) are any fixed
eigenvectors associated with λ1 and λ2 respectively, and α, β, γ, δ are any
real constants. Normallymi, ci are given, and one looks for λi, v(i) to get the
solutions x(t) of (2). In some cases, however, mi, λi, and c0 are prescribed
whereas c1, c2 are to be determined in such a way that the solutions of (2) are
given by (4). This means that B is known and A is unknown. Replacing x(t)
in (3) by the fundamental solutions v(i) cos(

√
λit), v(i) sin(

√
λit), i = 1, 2,

yields

λiv
(i) = B−1Av(i)

=

{
B−1

(
c0 0
0 0

)
+ c1B

−1
(

1 −1
−1 1

)
+ c2B

−1
(

0 0
0 1

)}
v(i)

= A(c)v(i), i = 1, 2

with

A(c) := A0 + c1A1 + c2A2, A0 := B−1
(
c0 0
0 0

)
,

A1 := B−1
(

1 −1
−1 1

)
, A2 := B−1

(
0 0
0 1

)
where c := (c1, c2)

T has to be computed. We have thus arrived at a general-
ized additive inverse eigenvalue problem with matrices Ai, i = 1, 2, 3, which
are symmetric if m1 = m2.

Interpreted physically, the problem means the following:
Given the masses, the eigenfrequencies of the system and one spring

constant, say c0, (in order to equal unknowns and equations and thus to
keep the chance for uniqueness), adjust the remaining spring constants in
such a way that the system oscillates with the prescribed eigenfrequencies√
λ1,
√
λ2.

Assume now ci, λi to be given and mi to be determined such that the
solutions of (2) can again be expressed by (4). This means, that the spring
constants are now given whereas the masses are to be computed to make
the system oscillate with the prescribed eigenfrequencies

√
λ1,
√
λ2. We are

again led to the problem

λiv
(i) = B−1Av(i), i = 1, 2 (5)
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where this time the diagonal matrix B is unknown and the matrix A is
known. It is obvious that (5) is just a multiplicative inverse eigenvalue
problem.

The example above can easily be generalized to a system with n masses
and n + 1 springs with constants ci, resulting in an n × n diagonal matrix
B and a symmetric n× n matrix A.

There are several papers which consider existence and uniqueness of the
Problems 1–3 provided that the matrices Ai and A are symmetric. We cite
[7, 8, 11, 13, 14, 28] without claiming to be exhaustive. Thus [11] derives a
necessary criterion for the existence and non-existence, respectively of the
Problem 2. In [14] a sufficient criterion is presented for the existence and
uniqueness of Problem 2. In [8] it is shown that the Problem 2 has at least
one and at most n! solutions if one admits complex values for ci. It is also
remarked that even in the 2 × 2 case no solution needs to exist for this
problem if one restricts ci to be real. Problem 3 has at least one and at
most n! solutions if all the principal minors of A differ from zero and if
one admits again complex values for ci. Note that the first of these two
assumptions is satisfied for all symmetric positive definite matrices. Again
it is remarked that no solution needs to exist for Problem 3, if one restricts
ci to be real.

In [4, 5, 9, 10, 12, 18], Newton’s method is used to construct approxi-
mations cn to a solution c∗ of the Problem 1 where c∗ is tacitly assumed to
exist. As an inherent fact of the Newton method it is remarked that the
sequence {cn} converges to c∗ if one starts the iteration sufficiently close
to c∗. The goal of our paper consists in deriving an algorithm which ver-
ifies automatically the existence and within some interval bounds also the
uniqueness for the following slightly specialized version of Problem 1.

Problem 1′. Given n+1 real n×n symmetric matrices Ai, i = 0, 1, . . . , n,
and given n real numbers

λ1 < λ2 < · · · < λn (6)

find n real numbers c∗i , i = 1, . . . , n, such that the matrix A(c) from (1) has
the prescribed numbers λi as eigenvalues for ci = c∗i , i = 1, . . . , n.

Our algorithm starts with the Newton method as described in [10], e.g.,
which, in practice, stops with a vector c̃, viewed to be an approximation of
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c∗. Unless additional considerations are done (e.g., check whether the as-
sumptions of Kantorovich’s theorem are fulfilled) nothing can be said about
the existence of c∗ by this purely computational process. In the sequel, we
will use interval arithmetic combined with Brouwer’s fixed point theorem to
verify c∗ in some neighbourhood U of c̃ or to get informed that no solution
c∗ exists in U . In the first case the algorithm even guarantees the uniqueness
of c∗ with respect to U .

We have organized our paper as follows. In Section 2 we introduce some
definitions and notations. In Section 3 we recall some results needed to
understand the algorithm which is presented in Section 4. In Section 5 we
illustrate this algorithm by numerical examples.

2 Preliminaries

By Rn, Rm×n, IR, IRn, IRm×n we denote the set of real vectors with n
components, the set of real m × n matrices, the set of intervals, the set of
interval vectors with n components and the set of m× n interval matrices,
respectively. By “interval” we always mean a real compact interval. Interval
vectors and interval matrices are vectors and matrices, respectively, with
intervals as entries. We write intervals in brackets with the exception of
degenerate intervals (so-called point intervals) which we identify with the
element being contained, and we proceed similarly with interval vectors and
interval matrices. Examples are the unit matrix I and its i-th column ei. If
necessary, we identify the elements ofRn×1 and IRn×1 in the usual way with
those of Rn and IRn, respectively. We use the notation [a] = [a, a] ∈ IR
simultaneously without further reference, and in an analogous way we write
[x] = [x, x] = ([xi]) ∈ IRn and [A] = [A,A] = ([aij, aij]) = ([aij]) ∈
IRn×n. By int([x]) we denote the topological interior of the interval vector
[x], by x̌ we mean its midpoint x̌ := (x+ x)/2 ∈ Rn. We proceed similarly
for interval matrices [A] for which we introduce, in addition, the non-negative
matrix |[A]| = (cij) ∈ Rn×n by cij := max{|aij|, |aij|}.

We equip IR with the usual arithmetic, i.e., we define

[a] ◦ [b] := {ã ◦ b̃| ã ∈ [a], b̃ ∈ [b]} (7)
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for ◦ ∈ {+,−, ·, /}, with 0 6∈ [b] in case of division. It is easily seen that (7)
can be expressed by

[a] + [b] = [a+ b, a+ b],

[a]− [b] = [a− b, a− b],
[a] · [b] = [min S,max S] with S := {a b, ab, ab, ab},

[a] / [b] = [a] · [1
b
,
1

b
].

We recall, that (IR,+, ·) is not a field. But it turns out (cf. [3]) that
(IR,+), (IR, ·) are commutative semigroups with the neutral element 0
and 1, respectively. Addition and multiplication are related by the so-called
subdistributivity law

[a] · ([b] + [c]) ⊆ [a] · [b] + [a] · [c]. (8)

Equality seldom holds in (8). We point out, that for non-degenerate
intervals, inverses are missing. Thus, equations cannot be handled as usual.

The product [C] = [A] · [B] of two interval matrices [A] ∈ IRm×n,
[B] ∈ IRn×p is defined entrywise by

[cij] :=
n∑

k=1

[aik] · [bkj] (i = 1, . . . ,m; j = 1, . . . , p).

It is obvious by (7) that

{A ·B| A ∈ [A], B ∈ [B]} ⊆ [A] · [B] (9)

holds. Simple examples show, that “⊆” cannot be replaced by “=” in (9).
For the symmetric matrix A(c) = A0 +

∑n
i=1 ciAi of Problem 1′ we

introduce the eigenvalue vector λ(c) =
(
λi(c)

)
∈ Rn where λi(c), i =

1, . . . , n, are the eigenvalues of A(c). For each c ∈ Rn we assume λi(c) to
be ordered increasingly, i.e., λ1(c) ≤ λ2(c) ≤ · · · ≤ λn(c), where multiple
eigenvalues are counted according to their multiplicity. Assume just for the
subsequent definitions that c∗ exists.

By [25], p. 45, λi(c) depends continuously on c. Observing (6) we there-
fore get

lim
c→c∗

λi(c) = λi(c
∗) = λi, i = 1, . . . , n.
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In particular, there exists a neighbourhood U ∗ ⊆ Rn of c∗ such that

λ1(c) < λ2(c) < · · · < λn(c) for c ∈ U ∗. (10)

For these vectors c let qi(c) ∈ Rn be the eigenvector of A(c) which corre-
sponds to λi(c) and which satisfies

||qi(c)||22 :=
(
qi(c)

)T
qi(c) = 1 (11)

and sign qi1(c) = sign qi1(c
∗) where we assume w.l.o.g. sign qi1(c

∗) to be
non-zero. By [25], p. 45, eigenvectors of algebraic simple eigenvalues depend
continuously on the entries of the matrix. Therefore we have

lim
c→c∗

qi(c) = qi(c∗).

Although it is well-known, that qi(c) depends analytically on c we will not
exploit this fact in order to prove the following lemma, which can already
be found in [9].

Lemma 2.1. For the Problem 1′ and c ∈ U ∗ we get

∂
((
qi(c)

)T
A(c) qi(c)

)
∂ cj

=
(
qi(c)

)T
Aj q

i(c), i, j = 1, . . . , n.

Proof. Let t0 > 0 such that ct := c + t ej ∈ U ∗, 0 ≤ |t| ≤ t0. Then
A(ct)q

i(ct) = λi(ct)q
i(ct) implies(

qi(c)
)T
A(ct)q

i(ct) =
(
qi(c)

)T
A(c)qi(ct)− t

(
qi(c)

)T
Ajq

i(ct)

=
(
λi(ct)− λi(c)

)(
qi(c)

)T
qi(ct) + λi(c)

(
qi(c)

)T
qi(ct).

Dividing by t 6= 0 and taking into account
(
qi(c)

)T
A(c) = λi(c)

(
qi(c)

)T
we obtain

(
qi(c)

)T
Ajq

i(ct) =
λi(ct)− λi(c)

t

(
qi(c)

)T
qi(ct). Letting t tend to

zero and observing the continuity of qi(ct) as well as (11) proves the lemma.
2

In Section 3 we will use the function f : U ∗ → Rn with the entries

fi(c) :=
(
qi(c)

)T
A(c)qi(c)− λi, i = 1, . . . , n (12)
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and λi from Problem 1′. The zeros of f are clearly the solutions of this
problem.

We will also consider the matrix A(c) for interval arguments [c] = ([ci]) ∈
IRn i.e. A([c]) = A0 +

∑n
i=1[c]iAi ∈ IRn×n. By λi([c]) ∈ IR and

qi([c]) ∈ IRn we denote any supersets of {λi(c)| c ∈ [c]} and {qi(c)| c ∈ [c]},
respectively, where i is kept fixed.

In the subsequent section, we will show how one can get λi([c]) and
qi([c]). It is clear by (9) and by Lemma 2.1 that the Jacobian f ′(c) of f(c)
satisfies

f ′(c) =

((
qi(c)

)T
Ajq

i(c)

)
∈ f ′([c]) :=

((
qi([c])

)T
Ajq

i([c])

)
(13)

for c ∈ [c].
We will use f ′([c]) in connection with some version of the interval Newton

method. To formulate this method, we define the vector

IGA([C], [b]) ∈ IRn (14)

to denote the vector which results from the interval Gaussian algorithm
applied to [C] ∈ IRn×n and [b] ∈ IRn. For simplicity (and in order to be
unique) we assume this algorithm to be performed without pivoting. Since
IGA([C], [b]) is obtained by formulae which read quite analogously to those
of the standard (i.e., non-interval) Gaussian algorithm, it is clear by (7) that

{C−1b| C ∈ [C], b ∈ [b]} ⊆ IGA([C], [b])

holds whenever IGA([C], [b]) exists; in particular, C−1 exists in this case
for any matrix C ∈ [C]. Cf. [3] or [19] for more details concerning the
definition, the existence and properties of IGA([C], [b]).

3 The algorithm

We start this section by recalling some basic facts on the interval Newton
method

[x]k+1 = N([x]k, x̃k) ∩ [x]k, k = 0, 1, . . . (15)
with the interval Newton operator

N([x], x̃) := x̃− IGA
(
g′([x]), g(x̃)

)
, x̃ ∈ [x] ∈ IRn. (16)
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Here, g : [x]0 ∈ IRn → IRn is a real continuously differentiable vector
function for which we seek a zero within [x]0;

g′ : {[x] ∈ IRn| [x] ⊆ [x]0} → IRn×n (17)

is an interval function for which

{g′(x)| x ∈ [x]} ⊆ g′([x])

holds if [x] ⊆ [x]0. Assume that g′ in (17) is given beforehand in order
to make the definition (16) unique. Think, e.g., of an interval arithmetic
evalution [3], Ch. 3, for a fixed expression g′(x) of the Jacobian of g. Later
on, we will apply the following results on the interval Newton method.

Theorem 3.1 [1]. Let g, N , [x]0 be given as above and assume [x]k,
k = 1, 2, . . . to be constructed by (15). If [x]0 contains a zero x∗ of g then
the vectors [x]k, k = 1, 2, . . . are well defined, each of them contains x∗, and
they converge monotonically to the interval vector [x]∗ :=

⋂∞
k=0[x]k which

again encloses x∗.

In [1] it is shown by an example due to Schwandt [30] that x∗ 6= x∗ can
occur for the bounds of [x]∗ from Theorem 3.1. Criteria which guarantee
x∗ = x∗ = x∗ can also be found in [1]. They are fulfilled if g′(x∗) is non-
singular and if [x]0 encloses x∗ sufficiently tight.

Theorem 3.1 can be applied if (18) of the following theorem holds.

Theorem 3.2 [1]. Let g and N be defined as above.

a) If
N([x], x̃) ⊆ [x] (18)

then [x] contains exactly one zero of g. This zero is also contained in
N([x], x̃).

b) If
N([x], x̃) ∩ [x] = ∅ (19)

then [x] contains no zero of g.

Condition (18) can often be fulfilled by using the so-called ε-inflation
(cf. [26]) which modifies (15) in the following way.
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Algorithm 3.3.
Choose ε as a small positive number and let kmax be some positive integer.

Step 1: Compute an approximation xapprox of x∗ using any nonlin-
ear system solver. E.g., apply the floating point Newton
method.

Step 2: Iterate according to the following pseudocode.

k := 0
[y] := [xapprox, xapprox]
repeat
k := k + 1
[x] := [y] + [−ε, ε][y] + [−η, η]
choose x̃ ∈ [x]
[y] := N([x], x̃)
if [y] ∩ [x] = ∅ then write (‘ [x] contains no zero’)

until [y] ⊆ [x] or k = kmax.

Step 3: If k < kmax then continue iterating according to (15) un-
til some stopping criterion is fulfilled. Otherwise stop or
improve xapprox or change ε. In the two latter cases start
the inflation process once more.

In Step 2, η denotes a fixed small number (e.g. the smallest machine
number) necessary to guarantee inflation if [y]i = 0.

Without further knowledge on g, there is no guarantee to avoid k = kmax.
But it is a wide numerical experience that (18) is achieved after one or two
steps of inflation provided x∗ exists and xapprox approximates x∗ sufficiently
well. In addition, there are also criteria which guarantee that ε-inflation
yields (18) after finitely many steps of iterations according to Step 2 of
Algorithm 3.3. Cf. [23] or [27] for details.

We remark that there are also results dealing with (19); cf. [1] and
[20], e.g.

It is obvious that the Steps 1–3 form the base of an algorithm to verify
a solution of Problem 1′ and to prove its uniqueness within some interval
bounds. One only has to replace g(x) by f(c) from (12), g′([x]) by f ′([c])
from (13), and x̃ by c̃. Unfortunately, f ′([c]) =

((
qi([c])

)T
Ajq

i([c])
)

is
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not given by an arithmetic expression with respect to [c]. This complicates
the problem. There are several methods to construct enclosures for the
eigenvectors qi(c), c ∈ [c]; cf. [21] for an overview. For our numerical results
we chose a method described in [2] for point matrices and generalized in [22]
to interval matrices. The essential ideas are the following.

Let (x̃, λ̃) be an approximation of an eigenpair (x∗, λ∗) of a real n × n
matrix A from a given interval matrix [A], which, later on, will be A([c]).
Without loss of generality assume x̃n = x∗n = α 6= 0. For x ∈ Rn and λ ∈ R
introduce the errors ∆x := x− x̃, ∆λ := λ− λ̃. Then ∆xn = 0 and

A(x̃+ ∆x∗) = (λ̃+ ∆λ∗)(x̃+ ∆x∗)

hence
0 = λ̃x̃− Ax̃− (A− λ̃I)∆x∗ + x̃∆λ∗ + (∆λ∗)∆x∗. (20)

Since ∆x∗n = 0, (20) is equivalent to

0 = r −B∆y∗ + (∆y∗n)(∆ŷ∗)

where  r := λ̃x̃− Ax̃,
∆y∗ := (∆x∗1, . . . ,∆x

∗
n−1,∆λ

∗)T ,
∆ŷ∗ := (∆x∗1, . . . ,∆x

∗
n−1, 0)T ,

(21)

and where B ∈ Rn×n is equal to A − λ̃I with the exception of the n-th
column, which coincides with −x̃. With C ∈ Rn×n, (20) yields the fixed
point form

∆y∗ = Cr + (I − CB)∆y∗ + C(∆y∗n)∆ŷ∗ (22)

which is the base of the interval iterative process

[∆y]k+1 = g([∆y]k) ∩ [∆y]k, k = 0, 1, . . . (23)

where
g([∆y]) := Cr + (I − C[B])[∆y] + C([∆yn][∆ŷ]). (24)

Analogously to (21), [∆ŷ] coincides with [∆y] in the first n− 1 components
whereas the last component is defined to be zero. The matrix [B] ∈ IRn×n

is equal to [A] − λ̃I with the exception of the n-th column, which again
coincides with −x̃.

With the notation above, and with (9) and (22) the following theorem
can easily be proved for (23).
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Theorem 3.4. If ∆y∗ ∈ [∆y]0 then ∆y∗ ∈ [∆y]k, k = 0, 1, . . ., and the iter-
ates [∆y]k converge monotonically to the interval vector [∆y]∗ :=

⋂∞
k=o[∆y]k

which again encloses ∆y∗.

We add another result which resembles Theorem 3.2.

Theorem 3.5. Let g be defined by (24) and let [∆y] ∈ IRn.

a) If
g([∆y]) ⊆ int([∆y]) (25)

then C is non-singular, and for each matrix A ∈ [A] the vector (x̃ +
[∆ŷ], λ̃+[∆yn]) contains exactly one eigenpair (x∗, λ∗), which depends
on A, with x̃n = x∗n = α 6= 0. In addition, (23) can be performed
without intersection, when starting with [∆y]0 := [∆y].

b) If
g([∆y]) ∩ [∆y] = ∅ (26)

then for no matrix A ∈ [A] the vector (x̃ + [∆ŷ], λ̃ + [∆yn]) contains
an eigenpair (x∗, λ∗) with x∗n = α.

Proof.

a) is proved in [22] based on results from [26].

b) If the assertion is false then there is a matrix A ∈ [A] and an eigenpair
(x∗, λ∗) of A such that x∗n = α and ∆y∗ ∈ [∆y]. By (22) and (9) we
get

∆y∗ = g(∆y∗) ∈ g([∆y∗])

which contradicts (26). 2

Starting with an approximation of an eigenpair, (25) can often be fulfilled
using an ε-inflation analogously to Algorithm 3.3. In our next theorem we
show that ε-inflation used as in Algorithm 3.3 is superfluous if [∆y]0 can be
chosen in a particular way.
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Theorem 3.6 [2]. Denote by ||x|| the maximum norm for x ∈ Rn, and
use the same symbol for its associated matrix norm. Define

ρ := ||Cr||, σ := || |I − C[B]| ||, τ := ||C||.

Assume
σ < 1 and (1− σ)2 − 4ρτ > 0. (27)

Then

β± :=
1− σ ±

√
(1− σ)2 − 4ρτ

2τ
are real numbers, and

[∆y] := [−β, β] · (1, 1, . . . , 1)T (28)

fulfills (25), provided β ∈ (β−, β+). If [A] is a point matrix and if β is chosen
from

(
β−, (β− + β+)/2

)
then [∆y]∗ = [∆y∗,∆y∗] for the limit of (23), with

∆y∗ from (22).

Note that the assumptions (27) certainly hold if C ≈ B̌−1, if the diameter
of [B] is sufficiently small, and if (x̃, λ̃) is for each matrix A ∈ [A] a good
approximation of an eigenpair (x∗, λ∗). If the last two conditions hold and
if [A] is degenerate, it is shown in [2], that B̌−1 exists, provided λ∗ is an
algebraically simple eigenvalue. We remark that (10) guarantees this latter
property at least near a solution of Problem 1′.

If (23) is applied toA([c]) with [∆y]0 satisfying (25) then one gets iterates
[x]k := x̃+[∆ŷ]k which enclose eigenvectors x(c) of A(c), c ∈ [c], normalized
by xn(c) = α. To get enclosures qi([c]) of qi(c), c ∈ [c], we must take into
account the normalization (11). This can be done in several ways. To this
end define

h(x) :=
x√∑n
j=1 x

2
j

for x ∈ Rn\{0}.

Replacing x by [x] ∈ IRn with 0 6∈ [x], yields an interval function h([x]) in
which the squares and the root are computed for [a] ∈ IR as

[a]2 := { ã2 | ã ∈ [a] },

and √
[a] := {

√
ã | ã ∈ [a] }, (29)
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where we assume a ≥ 0 in (29). It is easily seen that h([x]) contains all
unit vectors (with respect to the Euclidean norm) of the vectors from [x].
Unfortunately, h([x]), often highly overestimates the rangeH := {h(x) | x ∈
[x]}. To get tighter bounds, let h′(x) denote the Jacobian of h at x. Replace
xj by [x]j in h′(x), j = 1, . . . , n, and denote the result by h′([x]). Choose
x̃ ∈ [x]. Then it can be shown (see [3], e.g.) that the so-called mean value
form

hmvf([x]) := h(x̃) + h′([x])([x]− x̃)

encloses H in most cases tighter than h([x]), provided x is sufficiently close
to x. Therefore we will use the intersection

h([x]) ∩ hmvf([x]) (30)

as enclosure for H.
Now we are able to construct qi([c]) using (23) and (30) in the following

way.

Algorithm 3.7.

Step 1: Compute an approximation (x̃, λ̃) for the eigenpair(
qi(č), λi(č)

)
of A(č) using any standard algorithm. E.g.,

apply a software package like LAPACK.
Set α := x̃n.

Step 2: If (27) is fulfilled, then compute [∆y] according to
Theorem 3.6 with β ∈ (β−, β+) close to β−.
Otherwise use ε-inflation starting with (x̃, λ̃) and pro-
ceeding analogously to Step 2 in Algorithm 3.3.

Step 3: If (25) has been fulfilled in Step 2, then continue iter-
ating according to (23) (without intersection) until some
stopping criterion is fulfilled, ending up with some vector
[∆y]k0.

Step 4: Compute

[x] := x̃+ [∆ŷ]k0, [λ] := λ̃+ [∆yn]k0.
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Step 5: Compute
qi([c]) := h([x]) ∩ hmvf([x])

as in (30).

We formulate now the complete algorithm for verifying and enclosing c∗
of Problem 1′.

Algorithm 3.8.

a) Approximation c̃ of c∗ by using Newton’s method

1. Choose c := c0 ∈ Rn.

2. Compute λ(c), qi(c), i = 1, . . . , n.

3. Compute f(c) = λ(c)−λ∗ ∈ Rn and f ′(c) =
(
(qi(c)TAjq

i(c)
)
∈

Rn×n.

4. Solve f ′(c)(c̃− c) = −f(c). (“Newton step”)

5. If c̃ does not fulfill some given stopping criterion, then set c := c̃
and goto Step 2 or stop.

b) Verification part and improvement of the bounds

6. [c] := [c̃, c̃]; inclusion := false.

7. [c] := [c] + [−ε, ε][c] + [−η, η]. (“ε-inflation”)

8. Compute A([c]) and A(č).

9. Compute λ(č) and f(č) = λ(č)− λ∗ ∈ Rn.

10. Compute and normalize [x]i([c]), i = 1, . . . , n, ending up with
qi([c]).

11. Compute f ′([c]) :=
(
qi([c])TAjq

i([c])
)
∈ IRn×n.

12. Compute [c]′ := č− IGA
(
f ′([c]), f(č)

)
. (“Newton step”)

13. If inclusion = false and if
[c]′ ⊆ [c], set inclusion := true

(“verification succeeded”).
[c]′ 6⊆ [c], set [c] := [c]′, goto Step 7 or stop

(“verification failed”).
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14. Set [c] := [c]′ ∩ [c] and goto Step 8 or stop.

We remark that č in Step 9 and Step 12 can be replaced by any vector
c from [c].

If inclusion = true for the first time (cf. 13. in Algorithm 3.8) then by
Theorem 3.2 we have verified a unique solution c∗ of Problem 1′ within [c]
and also within [c]′. This finishes the verification part of the algorithm, and
the phase of improving the bounds c′, c′ for c∗ starts by continuing the loop
8–14 until some stopping criterion is fulfilled.

4 Numerical results

We apply now Algorithm 3.8 on several examples. We used the scientific
programming language PASCAL–XSC on a HP 720 workstation. PASCAL–
XSC allows directed roundings and outward rounded interval arithmetic,
cf. [17].

Example 4.1.

A0 =


6 1 3 −2 0
1 2 2 0 4
3 2 1 2 0
−2 0 2 −2 0

0 4 0 0 −3

 , A1 =


2 1 0 −1 1
1 0 −4 −1 0
0 −4 −2 1 3
−1 −1 1 0 5

1 0 3 5 −1

 ,

A2 =


1 2 −3 0 −1
2 −1 −3 1 0
−3 −3 0 −2 2

0 1 −2 0 6
−1 0 2 6 1

 , A3 =


2 −1 0 2 1
−1 2 1 0 −6

0 1 −3 8 −3
2 0 8 6 −3
1 −6 −3 −3 4

 ,

A4 =


−3 −2 2 0 4
−2 1 2 −4 0

2 2 −2 −1 2
0 −4 −1 −5 0
4 0 2 0 1

 , A5 =


−3 −1 −5 3 2
−1 2 7 −1 −2
−5 7 5 −3 0

3 −1 −3 0 −2
2 −2 0 −2 4

 .
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λ∗ = (−10,−5,−1, 4, 10)T .

Starting vector: c0 = (−2.9, 4.1, 0.9, 2.01,−1.01)T .

Verified enclosure:

[c] =

[ −3.000000000000002E + 000, −2.999999999999999E + 000 ]
[ 3.999999999999999E + 000, 4.000000000000001E + 000 ]
[ 9.999999999999996E − 001, 1.000000000000001E + 000 ]
[ 1.999999999999999E + 000, 2.000000000000001E + 000 ]
[ −1.000000000000001E + 000, −9.999999999999997E − 001 ]

Exact c∗ = (−3, 4, 1, 2,−1)T , A(c∗) =


3 2 0 0 0
2 0 0 0 0
0 0 −5 0 0
0 0 0 −6 8
0 0 0 8 6

 .

Example 4.2.

A0 =


−4 4 −1 0 0

4 −4 −3 2 −5
−1 −3 −4 −4 −1

0 2 −4 8 −2
0 −5 −1 −2 8

 , A1 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 ,

A2 =


1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

 , A3 =


2 0 0 0 1
0 2 0 0 1
0 0 2 0 1
0 0 0 2 1
1 1 1 1 1

 ,

A4 =


−1 −1 −1 −1 −1
−1 0 0 0 1
−1 0 3 2 1
−1 0 2 0 1
−1 1 1 1 2

 , A5 =


−3 2 −1 0 −1

2 1 −2 3 −4
−1 −2 0 2 0

0 3 2 1 −1
−1 −4 0 −1 2

 .
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λ∗ = (−8,−4,−3, 6, 7)T .

Starting vector: c0 = (−0.9, 1.1,−0.9, 0.9,−0.9)T .

Verified enclosure:

[c] =

[ −1.000000000000001E + 000 , −9.999999999999992E − 001 ]
[ 9.999999999999999E − 001 , 1.000000000000001E + 000 ]
[ −1.000000000000001E + 000 , −9.999999999999996E − 001 ]
[ 9.999999999999999E − 001 , 1.000000000000001E + 000 ]
[ −1.000000000000001E + 000 , −9.999999999999998E − 001 ]

Exact c∗ = (−1, 1,−1, 1,−1)T , A(c∗) =


−4 2 0 0 0

2 −7 0 0 0
0 0 −3 −3 0
0 0 −3 5 0
0 0 0 0 7

 .
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Example 4.3.

A0 =



0 4 −1 1 1 5 −1 1
4 0 −1 2 1 4 −1 2
−1 −1 0 3 1 3 −1 3

1 2 3 0 1 2 −1 4
1 1 1 1 0 1 −1 5
5 4 3 2 1 0 −1 6
−1 −1 −1 −1 −1 −1 0 7

1 2 3 4 5 6 7 0


, Ai = ei(ei)T , i = 1, . . . , 8.

λ∗ = (10, 20, 30, 40, 50, 60, 70, 80)T .

Starting vector: c0 = (10, 20, 30, 40, 50, 60, 70, 80)T .

Verified enclosure:

[c] =

[ 1.190787610247270E + 001, 1.190787610247272E + 001 ]
[ 1.970552150808698E + 001, 1.970552150808700E + 001 ]
[ 3.054549818697703E + 001, 3.054549818697705E + 001 ]
[ 4.006265748844803E + 001, 4.006265748844805E + 001 ]
[ 5.158714029072548E + 001, 5.158714029072551E + 001 ]
[ 6.470213143217948E + 001, 6.470213143217953E + 001 ]
[ 7.017067582089113E + 001, 7.017067582089118E + 001 ]
[ 7.131849917021904E + 001, 7.131849917021909E + 001 ]

In all three examples the following properties occur:

• All the entries of the matrices Ai are machine representable real num-
bers.

• The starting vector c0 differs from the exact solution c∗ by 10% ap-
proximately.

• The verification process needs only 1 inflation step. It was realized by
using the function blow([x], ε) of PASCAL–XSC with ε = 0.1 in Step 7
of Algorithm 3.8. By Theorem 3.2 it is guaranteed that the listed
interval vector [c] contains exactly one solution c∗ of the Problem 1′.
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• The improvement of the bounds stops whenever [c]′ = [c] holds in
Algorithm 3.8, due to outward roundings on the computer. This part
of the algorithm needs about half of the total time. Thus it is very
time consuming. Since the bounds did not become much tighter, the
improvement step is (at least for our examples) not very efficient and
can be skipped.

Finally we remark, that Example 4.3 is taken from [10], where the ap-
proximation c̃ = (11.90788, 19.70552, 30.54550, 40.06266, 51.58714, 64.70213,
70.17068, 71.31850)T of c∗ is given which has been obtained by the Newton
method. When the bounds of our verifying vector [c] are rounded (outward)
to seven significant digits, then the approximation c̃ in [10] is contained in
[c].
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