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“anterval matrices, A way of constructing two-sided approximations to a solution of a sys-
tem of ODE based on the Adams extrapolation method of any order with
automatic facilities for taking into account errors of input data, errors of
procedure, and rounding errors using the PASCAL-XSC precompiler is con-
sidered.
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"PASCAL-XSC.

The present approach is based theoretically on the work [1] that states
that to obtain Iower and upper estimates for a scalar differentjal equa-
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tion, in a computational formula of the Adams method, the precomputed
constant is added. ‘

This constant must compensate the error of procedure and the round-
ing error: with excess for the upper function and with defect for the
lower function. A generalization of [1] for the case of an ODE system was
considered in [4].

In the present paper, one possible way of actual construction of upper
and lower functions for an ODE system with ill-posed initial data using
the PASCAL-XSC compiler is described.

For the given ODE system

y'(t) = f(t,y), (1)
y(to) € [vo], (2)

where y, f € R, [yo] := [20 ,Uo) € I(R™), is supposed that the right-hand
sides of (1) satisfy the condition of nondiagonal monotonicity df;/dy; >
0,¢ # j. For example, the ODE of such form arise when describing chem-
ical kinetics reactions. In the same way [4], to obtain a guaranteed two-
sided estimate for a solution of system (1), the ODE system of the fol-

lowing form is introduced:
2(t) = f(t.2) +q, (3)
2(to) € [yo) C [20], (4)

where q € I(R"). The desired interval vector ¢ must be chosen in such a
manner that the following inclusions hold:

y(tr) € [2(te)]. (5)

Let y. € R"™ be a vector of approximated values for yp = y(ti).
k=0,m — 1, and for k = 77, p, we have

m

Ue=Tk1 BhD Y€ & fllemvPmv)r (6)

’ v=}
where @, @ are machine arithmetic operations. For approximate values
of lower and upper functions of system (3), we have for k =M, p
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where F(t_,,[Zk_,]) — natural interval extension of f.
Denoting by yi—;(f) € R™ an exact solution of system (1) with the
jnitial condition

Zk—1, Wwhen constructing upper functions

Yk—1(te—1) = {

Zy_1, when constructing lower functions

and taking into -account the actual error Ay € R™ ([4]) in computing
values of upper and lower functions respectively, the following statement,
from which the correction vector ¢ € I(R™) of the right-hand side of
system (3) is obtained.

Theorem. In the domain D C R"*!, let the following conditions hold:

1) filtys,oya) € CRLi =T,

2) the values Z;4,Z;, computed according to (6) are such that
the points (tk,%,-k) (*ksZ; ) € D,k = m,p, moreover, Vk =
0,p—1,t. <t < tiet1> Yik(t) € Ui € Yik+m—1(t) is contained in
D;

3) /32'.1.1 + pik € [li’ 772] - [:y_a -ﬂak’ =m,p, afz/ay.? € [.l.zalil C [.l., l]?

O fi/0tdy; + Y (9" fi/By;0y.)fo + D (0fi/0y:)(Of+/By;)| < M;
o=1 T=1

4) the initial values 'ﬁz':i,k,zhk,k = 1,m — 1, satisfy the inclusions
[yO] g [ZO]a

HIE

zk—Jzk l(tk)E[O A]C[O A]
Zik — Yik-1(te) € [-A; N C [-A,0];

5) the quantities A, hg;, hgi are suci that

AZF-7)/0- nh(l — Dyt -y exp(—nhl) — 2nh?b),
h; 2 —(F; +3.)/24 (A/2)(1 = nh((I, + 1;)/2) exp(—nhl)),
<

hg, < (7 +7,)/2 - (A/2)( 1~ nh(({; +1;)/2) exp(—nhl)),

where nt, n~. b are some quantities,
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Then at points t; € [t], k = 1,p, the solution for the problem (1)—(2)

>y(tk) € [Zk)-

This theorem is a generalization of [4]; it takes into account aside from
rounding errors and the Adams method errors of procedure, input data
errors.

We dwell on some details of the practical realization of the above
approach with the use of the facilitics of PASCAL-XSC compiler.We note
that in the solving an ODE system with initial conditions, by Adams
methods, formulas of the form (6) are usually used which are represented
by means of the functions of the right-hand side of the system and are
obtained using finite differences. Therefore, to increase the accuracy of
the result and obtain a simple realization,, it is appropriate, instead of
(6), to use the computational formulas

m—1
?7k+1=§]k€t>h®zaj®vjfm (8)
i=0
foi=f(teGn) ER", YV fe:= fr. VIt i =V i = VI frr
Instead of the coefficients c, from (6) that have quite complicated struc-
ture, in (8), the coefficients «; are computed using simple recurrent rela-
tions. To obtain the estimates of errors of procedure ”

pr = hm+l @ O @)/y(-m-{-l)([t — (,,n - 1)h‘ f])

it is necessary to compute the Taylor coefficients up to required order.
The automation of this process is obtained by using the technique de-
scribed by Moore [2] of recurrent computation of the Taylor series co-
efficients. This technique is used in [3]. By the above method. sowe
examples were computed using PASCAL-XSC. This programming lan-
guage developed at AMI of Karlsruhe University (Germany). presents
wide possibilities for correct solving various problems of science and teclr
nology. Optimal arithmetical operations are defined in it, with directed

roundings # < (to the nearest lesser value). # > (to the nearest greatel

value); these roundings are necessary performed when obtaining values
of the upper and lower functions according to (6). (7) or (8). Inhercuf

to PASCAL-XSC facilities are the constructing modular prograins using |

|

B |

dynamic arr
expressions 1
cilities, we g
described ab
Program
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var m,n: j
function
{Computir
begin . ..
function ]

{The algor
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var

begin
G[O]Z:
fOI’ j::

end;
Koeff_

Procedure ha
Var
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h,t,tm
DeltaT
Y.YLY:




Y

'roblem (1)—(2) Jynamic arrays, access to subarrays, optimal dat product, computing
e;cpressions with high accuracy and other. To illustrate some of listed fa-
cilities, we give the fragments of PASCAL-XSC program on the method
described above.
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yunt aside from f| WOADAMS( -
ire, input data program 1WO. S(input,output);

use i_ari,mv_ari;nivi_ari;

1 of the above l var m,n: integer;
mpiler. We note
ons, by Adams
are represented
system and are begin ... end;
the accuracy of
iate, instead of

function F_1T(t:real;Y:tvector):rvector [0..n—1];

{Computing the vector of right-hand side of the ODE system}

function Koeff_A (m:integer):rvector[0..m-1];
{The algorithm of the recurrent computation}

{of the coefficient vector «; in (8):}

(8) var G :rvector[0..m—1];
j,| :integer;

; s real;
— VI fro1. . ’
K fe—1 begin

. o G[0}:=1,

mplicated struc- for j:=1 to m—1 do begin
e recurrent rela- —0:

for 1:=0 to j—1 do begin
s:=s+G[l]/(j+1-1);

'

D end;

» required order. Gli]:=1-s;

ae technique de- end;

Taylor series co- Koeft A:=G;

e method. sowe end

rogramiing lat- | o s e e s s e
many), presents procedure haupt(n:integer:m:integer);
science and tech- var

it. with directed 1,j.Jk1 :integer;

¢ nearest greater | h,t,tm -real;

obtaining values | DeltaT ‘interval:

or (8). Inherent | Y. YLYT :rvector[0..n—1J:

I Prograims using
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Hq :rvector[0..n—1];
MnullQ1, MQ1  :rmatrix[0..n—1,0.m—1]; f
MpullQ.r, MQr :rmatrix[0..n—1,0..m—1};

.....................................................................

begin read(Y);read(h);read(DeltaT);read(Hq);

used, that imported by means of use clause.

t:=inf(DeltaT);tm:=t; YL:=Y;Yr:=Y;

for k:=0 to m—1 do begin { Computing of}
MnullQ1[*,k):=F 1T (tm,Y); { differences} |
tm:=tm-h; ..... end; ..... 5
repeat ’ |
l

.............................................

Yr:=Yr+h«MQ_r+Koeff_A(mn)+Hg; { upper functions}
t:=t+h; .
|'

until t >= sup(DeltaT);

end;
begin
read(n);read(m);
haupt(n,m);
end.

In this program, the built-in types of data rvector and rmatrix are

One can define and use personal dynamic data types. for example,

type vector=dynamic array[x] of real;

matrix=dynamic array[*,*] of real.

Remark. The value of lower and upper functions can be obtained als?
using interval vector-matrix arithmetic. To do this, it is necessary ¢

modify properly some parts of the program.
In conclusion, we observe that using PASCAL-XSC at Cowmputer cet”
ter and Mechanics and Mathematics faculty of the Saratov State Un¥
versity begun on February, 1992. The seminars of Prof. Dr. J. \?Volf{l
von Gudenberg and Dr. J. Schulze preceded this using, as well as 0]

materials on description of the langnage and PASCAL-XSC precompil! J'
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for Microsoft C, used for teaching students of the M/M faculty, received
from Prof. Dr. Ch.Ullrich and A.G.Yakovlev.
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