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AN ALGORITHM OF INTERVAL MATRIX
ASYMPTOTIC STABILITY TESTING

Irina V.Dugarova

atrix asymptotic stability is con-

A new sufficient condition of interval m
he extended Gershgorin’s results

sidered. A simple computer test based on t

is presented.

AJITOPUTM EIPOBEPUKI/I
ACI/IMHTOTI/I‘—IECROI/IUYCTOI/I‘-II/IBOCTI/I
NHTEPBAJILHOVI MATPUILbI

U.B.dyraposa

PaccMaTpuBaeTCa HOBOE JOCTATOUHOC yclioBUe ACUMIITOTUUYECKONA
ycTOoiunuBOCTHM MHTepBaJIbHOW MaTpUULI. TlpencrasiieH NpocToif KOM-
NbIOTEPHBIA TECT, OCHOBAHHBIM Ha PacIIMPEHHbIX pe3yJibTaTax Tepiu-

ropMHa.

1. Introduction

An interval matrix stability problem appears at the stage of the robust
control design for n-order interval dynamic system [1]. In recent literature
this problem is discussed in [2]-{7]. Here a simple programimed technique
for its studying is worked out. The calculating procedure is based on the
extended Gershgorin’s results and sufficient condition of the asymptotic
stability. The proposed algorithm can be used for larger class of interv
matrices unlike the other methods from [2] -[7). Its efficiency 1s illustrated

by numerical examples. \
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g. The circle approximation method and its interval version
At first consider a matrix A ing 3
having real elements a;;,4,7 = T, n.

pefinition 1. A real matrix 4 can be called asymptotic stable i :
eigenva?hles Aiyt = 1,n have strictly negative real parts Re ,\ : . g l.f all its
Let A Is asymptotic stable and all its eigenvalues are cove 1 (? b ,'z o
regiolt of radius R. This circle is placed on the left part rf th i
)\-plane a,nq has a center in the point (—R,0) of t}II of the comp'lex
jinear function e e real axis. Using

A=Rw-1) . . (1)

the circular region can be transformed i i

nto a circle of the
pla-n,i ' The center of the first circle is also changed to the ;(;iptleg O('))_
which is a cent(?r of the unit radius circle. The characteristic equatio( 7f :
the given matrix A det(4 — AI,) = 0 is transformed by (1) to d B
wI,) = 0 for the following matrix ° det(B -

B=A/R+1, (2)

ﬂ;—ere I, is the unit matrix of n order. Since all ej al ]

1,n belong .to the circle of radius R then all eigenva%em/d' y /\i’zj
O.f the matrix B (2) have to be contained in the inner o twj’] . 1,.771
C{rcle.‘ Then the matrix B (2) degrees B*, k - 1 2 ?E) e vy
S}llmultaneously all eigenvalues of B (2) wy, 7 W };a\;e ,T.O- geare' bgllt-
the same power k : w¥ wk wodules el
o les}; er l.t}.leul)lll l,izc.'.(,fn [8]. As the modules of the eigenvalues B
'_ e T il o ey |< 1,5 = 1, n, the modules of their degrees

b 3 onverge to zero as k — oo. Hence for k£ — h

consistency of' the matrix degrees {B*} — 6, converges to 0 hoo 5.
Zl:s.dimilllkr;i?l; Af)f n orc‘ler. 'Inst.ead of the elements B* reduCiTIllggz/V oszeczg
. a'nY ré.al .matrizozngl ;v(l‘nchr a‘ls'o have t(.) be less than the unit. So, if
he constructed then the glv(cz?fll?snfgvrﬁ? ttr lt'degrees % ?OI}SiStenCy -
criterion known as a “circle approxiniati&?’ 11(;1:1?25 -{9?1115 o ulfctent

(02§ ;'ld(‘.r C L v I l

“]llll ‘]:l( mre val ¢ 1 e I l S 1 4 _— 4
Ly £ iy 7]y U J ].. .

Definition 2. An inte ! i
ma{’ri(. (:)7&4 2. ‘\411 interval matrix [4] is called asymptotic stable if all real
s A € [A] are asymptotic stable according to the Definition 1
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Definition 8. A set of the characteristic equations for all real matrices
A € [A] {det(A — \I,) = 0, A € [A]} may be called a characteristic
equation for the interval matrix [A] and formally marked as follows [1]):

det([A] — AT,,) = 0.

Suppose, a circle of the known radius R cowers all eigenvalues of the
matrices A € [A]. For real matrix B (2) the following interval analogy

[B] =[Al/R+ I (3)

also can be built. It can be shown that all eigenvalues of every matrix
B € [B] will be located in the unit circle of the w-plane. Study the interval
matrix degrees consmtency {[B]*} for k — oo. If lower and upper bounds

of all interval elements [b,- ; ], i, j = 1, n simultaneously reduce to zero then
the given matrix [A] is asymptotic stable.

In practice it is better to build the powers k = 2,1 = 0,1,2,... and
to investigate the convergence of the matrix [B]* norms consistency.

Put into consideration a real matrix M*) =| [B]¥ | containing the

interval elements [b( )] modules:
mi) =| B 1= max{] 55" |18’ ) ij =T

Note by
M (k) max m
' | ”1 = Z I

j=1 S
I M& l|77= max Z | m(k)
j— .
1/2

S

i=1 j=1

| M pyy=

M® N, =n x max m( %
T
=T

the well-known matrix norrus [8,[9]. Let

P(k) = min (” M*) “[ “ M) i1, | MM ”///. I M H/\) (5)

ALGOR

is minimal
in the follo

is satisfied
In the othe
(5),(6) are
matrix deg

The par:
methods. |
matrix.

To deter
one can use
cigenvalues
be used for
matrix 4 ai

placed on t
@;; and the
atrix [4] i

have heen ju
¢ and @;;oa
Gershgorin's



Ml real matrices
a characteristic
'd as follows [1]:

genvalues of the
terval analogy

(3)

of every matrix
tudy the interval
ad upper bounds

Juce to zero then

= 0,1,2,... and
; consistency.

| containing the

ALGORITHM OF INTERVAL MATRIX ASYMPTOTIC STABILITY .. . 59

is minimal matrix M*)norm. Then the simple sufficient criterion includes
in the following test: if the inequality

P(k) <1 (6)

is satisfied for some k then the interval matrix [A] is asymptotic stabie.
In the other cases [A] can be stable or unstable. Note if the conditions
(5),(6) are fulfilled for m = 0, i.e. k = 1, the building and studying
matrix degrees [B]* are not necessary.

The parameter R was supposed to be known in both real and interval
methods. In the next section its calculation will be presented for any
matrix.

3. Evaluation of radius R

To determine the radius R covering all eigenvalues of real matrix A
one can use any known method which allows to estimate the size of its
eigenvalues location region [8],[9]. For example, Gershgorin’s results can
be used for this purpose. According to his theorem all eigenvalues of real
matrix 4 are included in the union of the discs [9]

| A —aiy |[< P

n
Pi=3 laj|
J=r
J#i
placed on the complex A-plane. Every circle has a center in the point

;i and the radius F;. These results have been extended to the interval
matrix [A] in [1]. The special intervals

Ri=3 " |lai]| (8)
3

have heen introduced there. They are the segments of the real axis since
4;; and @;; are the real bounds of the interval [a;;]. The centers of the i
Gershgorin's discs for all matrices A € [4] are included in: the interval [Gi]



—

(7), (8) and the parameter R; may be considered as its maximal radius.

i;
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Describe an algorithm for the R calculation consisting of following steps. |
r

1. For the given interval matrix [A] the intervals [G;] (7), (8) are |
constructed. |

2. The interval [D] D UL, [G;] including their union or coinciding with

i
|
|
= I
|

one is determined.

3. For the transposed matrix [A]" the segments (7), (8)
67 =la; - Qiau+Qi, i=T,n

n
Q=Y |l i=Tn
-

J. .
J#i

are built.
4. The interval [DT] D U™ ,[G]] can also be calculated for [A]T.

5. The intersection [Z] = [D]N[DT] is found and its width R = w[Z]
can be used as a radius of the circle containing all eigenvalues of real

J.
matrices A € [A]. |

4. Examples

FEzxample 1. Consider interval matrix [5]

[0,0.1] 1 0 |
[A]= | [-1,-09] -1 [-0.1,0]}. |
0o [0,01 -1 |

—_—

In according with the proposed method one can evaluate radius R =
W[-2.1,1] = 3.2. The norms (4) for the transformed matrix {B] (3) are |
equal to (1.344,1.344,1.485,3.094). It is obvious that the minimal norm |
is greater then the unit. Hence the matrix degrees [B]* have to be tested.
For m = 3, i.e. k = 8, the inequality (6) P(8) =|| M® ||;;;= 0.889 < 1
is fulfilled. So, [A4;] is asymptotic stable as it has been shown in [5].

Ezample 2. Use the proposed sufficient criterion for another interval ma- |

trix from [5]
w1 (1-10,=9] [-7.—¢]
Bt 2]—( [20, 25] [—4.,—3]>'
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F
maximal radius, | he radius of the circular region is equal to R = W[-29,16] = 45 and
* following steps, | ¢he matrix [B] (3) has the following norms (1.481,1.356, 1.358, 1.867) the

minimal of which is greater than the unit. For m = 4, i.e. k = 16, one of
:he mentioned above norms || M (16) || ;7= 0.901 satisfies the inequality
(6)- It means that [As] is asymptotic stable as it follows from [5].

:Gi] (7‘)’ (8) are

r coinciding with
goample 3. Take the interval matrices [4,] and [A2] and build a block
8) interval matrix of 5-order ’

= (%7 1ay):

gtudy its asymptotic stability using the worked out method. The ra-
dius B = 45 and the norms (1.489,1.356,2.182,5.011) can be evalu-

ated according to the mentioned above procedure. For m = 7, ie.
} = 128, simultaneously three norms || M7 ||;= 0.744, || M7 || ;= 0.74,
ted for [4] 7. | M (™) ||r77= 0.653 have become less than the unit hence [A3] is asymp-
; width R = w[Z] totic stable. Note that for a large order n longer consistencies of matrix

igenvalues of real degrees [B]* have to be tested.

Ezample 4. Apply the presented algorithm to the studying of an unstable
interval matrix [5]
_ ([-8-7 [3.4]
= ("5 fs)

It has R = W[-12.9] = 21 and the norms (1.524,1.429,1.447,2.476).

The evaluation of the matrix degrees [B]* for m = 1,2,3... results to

the norms (11.833, 10.636, 9.363, 16.483) which rapidly increase for m > 3.
luate radius R = |
matrix [B] (3) are
the minimal norm |
have to be tested. |
9 |lrrr=0.889 < 1
. shown in {5].

5. Conclusion

The test presented in the paper is a sufficient criterion of interval
matrix asymptotic stability. This algorithm can be applied not only for
the matrices having negative interval elements on the main diagonal or
order n < 4 unlike the methods worked out in [2]-[7]. But for large n

other interval ma- | S ;
- longer run time is needed.

Author thanks I.Yu.Naslednikova for the program realization of the

proposed method in IBM PC PASCAL.
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